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ABSTRACT

In most cases, count data have higher variances than means; hence using the Poisson 
distribution to model such observations is misleading because of the equality of the Poisson 
mean and variance. This study proposes a new two-parameter mixed Poisson distribution 
for modeling dispersed count observations. The exponential distribution is transmuted 
to obtain a new mixing distribution for the new proposition. Different moment-based 
mathematical properties of the new proposition are obtained. Applications using dispersed 
count observations with excess zero are made. Comparisons with related distributions for 
modeling dispersed observation reveal that the new distribution performs creditably well.
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INTRODUCTION

The classical Poisson distribution is widely utilized for modeling count data. However, since 
the distribution assumes equi-dispersion (variance equals mean), its general applicability 
is limited (Ong et al., 2021). There is model misspecification if the Poisson distribution 
is assumed for heterogeneous data (Asamoah, 2016) since count observations are often 

dispersed (Adetunji & Sabri, 2021; Omari 
et al., 2018). Several techniques have 
been developed in the literature to model 
over-dispersed observations (Bhati et al., 
2015; Das et al., 2018; Sankaran, 1970; 
Zakerzadeh & Dolati, 2009). Among these 
diverse techniques is the mixed Poisson 
distribution, first proposed in the early 
20th century (Greenwood & Yule, 1920). 
The technique is based on the assumption 
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that there is an inherent fluctuation in the parameter of the Poisson distribution, and 
hence a continuous distribution is assumed for the parameter. To this end, several mixing 
distributions have been introduced to obtain mixed Poisson distributions. In most cases, the 
mixing distributions arise from the exponential distribution paradigm. Karlis and Xekalaki 
(2005) provide a detailed survey on the properties of mixed Poisson distribution, while 
Ong et al. (2021) provide recent research on the distribution. 

The classical exponential distribution is suitable when the system for its application 
assumes a constant failure rate. This limitation has motivated researchers to improve its 
flexibility to model systems with diverse hazard rates. It is often achieved by adding an extra 
shape parameter (compounding the classical form) using different generalization techniques 
(Karina et al., 2019). Applications of compounded exponential distributions in reliability 
theory pervade almost all works of life, including but not limited to economic, reliability, 
environmental, industrial, and engineering spaces (Aguilar et al., 2019; Mohammed et al., 
2015; Rasekhi et al., 2017).

Mixture distributions offer flexibility in modeling observations (Karlis & Xekalaki, 
2005). This study uses the one-parameter cubic rank transmutation map (Al-kadim, 2018) 
to compound the exponential distribution to obtain a new mixing distribution. The obtained 
mixing distribution is then used to obtain a new mixed Poisson distribution. Karlis and 
Xekalaki (2005) provide some properties of mixed Poisson distributions.

MATERIALS AND METHOD

Cubic Rank Transmuted Exponential Distribution

The distribution function of a continuous random variable X that follows an exponential 
distribution with scale parameter α is given as in Equation 1:

                   [1]

Given Gx as in Equation 1, the distribution function of the Cubic Rank Transmutation 
(CRT) map due to Al-kadim (2018) with an extra shape parameter β is given as in Equation 2:

            [2]

Hence, the Cubic Rank Transmuted Exponential Distribution (CRTED) is obtained by 
inserting Equation 1 into Equation 2. Therefore, the CDF and PDF of the CRTED using 
the transmutation map of Al-kadim (2018) are obtained as in Equations 3 and 4:

          [3]
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     [4]

When the extra parameter assumes zero (β = 0), the CRTED becomes the exponential 
distribution. The corresponding survival and hazard rate functions (HRF) are obtained as 
in Equations 5 and 6:

          [5]

         [6]

Figure 1. Shapes of the PDF and HRF of the CRTED

Figure 1 shows that the PDF of the CRTED is monotonically decreasing for different 
parameter combinations. Except when the CRTED becomes the exponential distribution 
(β = 0), the HRF plot has an inverted J-shape.

Mathematical Properties of the CTRED

Proposition 1: If a random variable X has a CRTED, the rth moment is defined as in 
Equation 7: 

             [7]
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Proposition 2: If a random variable X has a CRTED, the Moment Generating Function 
(MGF) is obtained as in Equation 8:

                [8]

Proof:

Hence, the mean and variance of CRTED are as in Equations 9 and 10:

             [9]

           [10]
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Mixed Poisson CRTED

Proposition 3: If a conditional random variable N|X ~ Poisson (X) is such that X ~ CRTED 
(α, β), the PMF of the unconditional random variable N has a mixed Poisson-CRTED if 
its PMF is defined as Equation 11:

  
               [11]

Proof:

Special Case: Equation 11 becomes the mixed Poisson Exponential Distribution when 
the shape parameter β = 0

Generally, mixed Poisson distributions assign more probability to 0 observations (Shaked, 
1980). As shown in Figure 2, the shapes of the PMF of the new distribution are unimodal 
(Holgate, 1970), with the ability to model data with excess zero. The unimodality exhibited 
by a mixed Poisson distribution is an attribute derived from the mixing distribution (Karlis 
& Xekalaki, 2005). 
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Figure 2. Shapes of the PMF of the mixed Poisson CRTED
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Figure 2. (Continue)

The Proof of Legitimacy of the PMF of Mixed Poisson CRTED

It is shown by proving that sum over fn is equal to 1, i.e., 
Therefore, 

 

THE CDF OF THE MIXED POISSON CRTED

Proposition 4: If a discrete random variable N has the mixed Poisson CRTED, the 
distribution function is obtained as in Equation 12:

       [12]

Proof:
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Mathematical Properties of the Mixed Poisson CRTED

1. According to Willmot (1990), if a random variable N has a mixed Poisson distribution 
and the distribution function of its mixing distribution is denoted with Fx, the following 
results hold:

It is equivalent to the CDF of N as obtained in Equation 12

2. Probability Generating Function (PGF): Let π(x) denotes the PDF of the mixing 
distribution; Karlis and Xekalaki (2005) defined the PGF of a mixed Poisson random 
variable N as:
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Hence, for the mixed Poisson CRTED, the probability generating function is obtained as:

Therefore,

          [13]

Note: Equation 13 can be obtained from Equation 8 (the moment generating function 
of the mixing distribution, Cubic Rank Transmuted Exponential Distribution) 
by substituting t with z – 1. Hence, the moment-generating function of a mixing 
distribution can uniquely define the PGF of its mixed Poisson version.

3. Moment Generating Function: The MGF in Equation 14 is obtained by replacing z 
with et in Equation 13.

              [14]

Using the relation for the central moments, the first four 
moments about the origin are obtained respectively as in Equations 15 to 18:

           [15]

         [16]

       [17]

        [18]

4. Mean and Variance: The mean and variance of the mixed Poisson CRTED are obtained 
as in Equation 19:

       [19]
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Hence, the mean of the mixed Poisson distribution is equal to the mean of its mixing 
distributions (Equation 20).

      [20]

It implies that the variance of mixed Poisson distribution is the sum of the mean of its 
conditional variance and the variance of its conditional mean (Karlis & Xekalaki, 2005). 
Hence, the variance of the mixed Poisson distribution always exceeds that of the classical 
Poisson distribution.

Using the relationships of the moment about the origin (De Jong & Heller, 2008), skewness 
and kurtosis measures are respectively defined as Equation 21:

Therefore, the skewness and kurtosis for the mixed Poisson CRTED are as in Equations 
21 and 22:

  
               [21]

[22]

The Dispersion Index (DI) measures the degree of dispersion in observations. When DI 
> 1, there is over-dispersion. There is under-dispersion when DI < 1 and equi-dispersion 
when DI = 1. The measure is given as in Equation 23:

Hence, the Dispersion Index for the mixed Poisson CRTED is:

         [23]

Table 1 shows simulated Skewness, Kurtosis, and DI for some parameters of the mixed 
Poisson CRTED. 
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Table 1
Skewness, kurtosis, and DI for some parameters for mixed Poisson CRTED

Skewness Kurtosis Dispersion Index
α = 1.0 α = 2.0 α = 10 α = 0.1 α = 2.0 α = 10 α = 0.1 α = 2.0 α = 10

β = -0.9 1.92 2.06 3.30 8.93 8.91 15.37 9.07 1.40 1.08
β = -0.5 1.94 2.16 3.43 8.88 9.48 16.48 9.91 1.45 1.09
β = 0.0 2.00 2.31 3.62 9.01 10.33 18.09 11.00 1.50 1.10
β = 0.5 2.11 2.48 3.83 9.36 11.39 20.03 12.14 1.56 1.11
β = 0.9 2.22 2.63 4.02 9.81 12.42 21.88 13.09 1.60 1.12

Remarks:
For fixed β, both skewness and kurtosis increase as parameter α increases.
For fixed β, the dispersion index decreases as α increases.
For fixed α, skewness and kurtosis gradually increase as parameter β increases.
For fixed α, the dispersion index slowly increases at β increases.

Maximum Likelihood Estimation
Given a random sample of size k from the mixed Poisson CRTED with PMF, as stated in 
Equation 11, the log-likelihood function for the distribution is obtained as in Equation 24.

    
           
                           [24]

The estimators for (α, β) denoted with are the solutions of Equation 24. These 
solutions contain non-linear equations, which make analytical solutions quite tedious. 
Using the MaxLik functions in the R language (R-Core Team, 2020), the Newton-Raphson 
algorithm is used to obtain the estimates.

RESULTS AND DISCUSSION

Competing Distributions

The performances of the new distributions are compared with four related discrete 
distributions. (1) Poisson distribution, (2) Negative Binomial (NB) distribution, (3) 
Mixed Poisson Exponential (MPE) distributions, and (4) Mixed Poisson Lindley (MPL) 
distribution. These distributions are considered because they are all mixed probability 
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distributions (the Negative Binomial is obtained when the gamma distribution is used as 
the mixing distribution, see Greenwood & Yule, 1920). In particular, the mixed Poisson 
Exponential distribution is a special case of the new proposition. Table 2 gives the PMF 
of the considered related distributions.

Distribution PMF

Poisson

Negative 
Binomial

Mixed 
Poisson 
Exponential

Mixed 
Poisson 
Lindley`

Count Data

The performance of the proposed distribution 
is assessed using six-count observations 
(Table 3). The first dataset is found in De 
Jong and Heller (2008). It consists of a one-
year insurance policy for third-party claims 
for Australian vehicle owners. The second 
data set is the frequency of insurance claims 
from Belgium in 1993, earlier utilized by 
Zamani et al. (2014). The third data contains 
the frequency of claims for automobile 
injury obtained by the General Insurance 
Association in Singapore for 1993. The data 
was earlier used by Frees (2010) and Frees 
and Valdez (2008). The fourth dataset is the 
frequency of mistakes in copying groups of 
random digits first reported by Kemp and 

Kemp (1965) and in several other propositions (Sah & Mishra, 2019; Samutwachirawong, 
2021; Shanker & Mishra, 2014; Shanker & Mishra, 2016) involving new discrete 
distributions. The fifth dataset (yeast cell counts per square) was used to assess the mixed 
Poisson Lindley distribution and other related distributions (Shanker & Hagos, 2015). The 
sixth dataset is the number of epileptic seizures previously used on weighted generalized 
Poisson distribution (Chakraborty, 2010) and mixed Poisson Transmuted Exponential 
distribution (Samutwachirawong, 2021). 

Table 3
Summary of Count Datasets

Observation Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6
0 63232 57178 6996 35 128 126
1 4333 5617 455 11 37 80
2 271 446 28 8 18 59

Table 2
Some related distributions
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Although the negative binomial distribution provides a good fit for the dataset, the 
proposed distribution best fits dataset 1, as shown in Table 4, with the least – 2 log-likelihood 
(36099.26) and chi-square statistic (0.85). The mixed Poisson CRTED also best fits dataset 
2 with the least – 2 log-likelihood (44127.64) and chi-square value (10.92), as shown in 
Table 5.

Table 6 shows that the negative binomial distribution better fits the new proposition 
with the lowest – 2 log-likelihood and chi-square values. The new position competes 
quite well with very close values to the minimum obtained when a negative binomial is 
assumed. From Table 7, the mixed Poisson CRTED has the least chi-square value and the 
joint least – 2 log-likelihood value (along with the mixed Poisson Lindley distribution). 
The new proposition also performs creditable well for datasets 5 and 6 with relatively 
lower – 2 log-likelihood and chi-square values.

As shown in Tables 8 and 9, the results of the fifth and sixth datasets reveal that the 
new proposition provides a relatively better fit with the least chi-square values (2.55 and 
5.64) for the fifth and sixth datasets and lower – 2 log-likelihood.

Table 4
Performance of mixed Poisson CRTED using Dataset 1

Table 3 (Continue)

Observation Dataset 1 Dataset 2 Dataset 3 Dataset 4 Dataset 5 Dataset 6
3 18 50 4 4 3 42
4 2 8 2 1 24
5 8
6 5
7 4
8 3

Percentage 
of 0

93.19 90.33 93.49 58.33 68.45 35.90

Dispersion 
Index

1.08 1.08 1.09 1.61 1.32 1.87

Skewness 4.07 3.52 4.27 1.31 1.75 1.31
Kurtosis 18.50 14.59 20.88 0.72 2.80 1.71

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 63232 63232.39 63091.61 63230.60 63252.72 63255.08
1 4333 4330.00 4593.07 4330.57 4291.00 4289.95
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Table 5
Performance of mixed Poisson CRTED using Dataset 2

Table 4 (Continue)

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
2 271 275.15 167.19 276.48 291.10 290.01
3 18 17.29 4.06 17.22 19.75 19.55
4 2 1.09 0.07 1.06 1.34 1.31

ML Estimate
= 14.6190 = 0.0728 =1.1569 = 13.7408 = 14.6315

= -0.3817 = 0.9408
-2 LL 36099.26 36203.00 36099.36 36100.90 36100.76

Chi-Square 0.85 177.66 0.98 2.29 2.17

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 57178 57203.04 56949.763 57188.34 57247.47 57243.92
1 5167 5569.68 6019.590 5581.31 5472.99 5479.09
2 446 481.59 318.135 485.28 523.23 521.46
3 50 40.88 11.209 40.47 50.02 49.39
4 8 3.49 0.296 3.30 4.78 4.66

ML Estimate
= 10.4502 = 0.1057 = 1.2791 = 9.460 = 10.2973

= -0.6081 = 0.9237
-2 LL 44127.64 44301.08 44128.62 44136.36 44135.66

Chi-Square 10.92 413.84 12.33 17.44 16.87

Table 6
Performance of mixed Poisson CRTED using Dataset 3

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 6996 6996.35 6977.80 6996.71 6994.08 6994.03
1 455 452.97 487.75 452.52 456.97 457.12
2 28 31.33 17.05 31.38 29.86 29.79
3 4 2.19 0.40 2.22 1.95 1.94
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Table 7
Performance of mixed Poisson CRTED using Dataset 4

Table 6 (Continue)

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL

ML Estimate
=13.5556 = 0.0699 = 0.8740 = 14.3052 = 15.1903

= 0.3169 = 0.9260
-2 LL 3864.80 3882.36 3864.76 3864.94 3864.96

Chi-Square 1.86 41.96 1.79 2.28 2.32

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 35 34.19 27.41 33.95 33.64 33.06
1 11 14.27 21.47 14.49 14.78 15.27
2 8 6.31 8.41 6.39 6.49 6.74
3 4 2.85 2.20 2.85 2.85 2.88
4 2 1.30 0.43 1.28 1.25 1.21

ML Estimate
= 1.2250 = 0.7833 = 0.9381 = 1.2766     = 1.7434

= 0.2544 = 0.5449
-2 LL 146.70 155.10 146.74 146.76 146.70

Chi-Square 2.06 14.44 2.15 2.28 2.50

Table 8
Performance of mixed Poisson CRTED using Dataset 5

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 128 127.26 118.06 126.73 128.09 127.41
1 37 41.43 54.30 42.08 40.35 41.11
2 18 12.76 12.49 12.84 12.71 12.86
3 3 3.87 1.91 3.80 4.00 3.94
4 1 1.17 0.22 1.11 1.26 1.18

ML Estimate
= 2.2633 = 0.4599 = 1.1950 = 2.1744 = 2.7416

= -0.2481 = 0.7221
-2 LL 340.14 347.66 340.05 340.19 339.98

Chi-Square 2.55 12.16 2.88 2.78 2.72
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Table 9
Performance of mixed Poisson CRTED using Dataset 6

Obser. Freq.
Expected Frequency

Poisson-CRTED Poisson Neg. Bin MPE MPL
0 126 122.60 74.93 120.23 137.96 128.68
1 80 92.65 115.71 93.00 83.74 87.13
2 59 57.85 89.34 59.17 50.82 55.27
3 42 33.75 45.99 34.94 30.85 33.64
4 24 19.19 17.75 19.83 18.72 19.90
5 8 10.82 5.48 10.99 11.36 11.53
6 5 6.10 1.41 5.98 6.90 6.58
7 4 3.45 0.31 3.22 4.19 3.70
8 3 1.96 0.06 1.72 2.54 2.06

ML Estimate = 0.7285 = 1.5442 = 1.5501 = 0.6476 = 0.9734

= -0.7753 = 0.5010
-2 LL 1189.44 1272.09 1189.88 1196.79 1190.36

Chi-Square 5.64 37.20 6.51 9.65 5.72

CONCLUSION

Using cubic rank transmuted exponential distribution as the mixing distribution (a newly 
introduced continuous distribution), this paper proposed a new two-parameter mixed 
Poisson distribution. The mixed Poisson exponential distribution, a special form of 
the geometric distribution, is a special case of the new proposition. Shapes of the new 
distribution are unimodal, with the ability to model skewed data with excess zero.

Various mathematical properties of the new proposition, like the measures based 
on the moment (skewness, kurtosis, and dispersion index), are obtained. Parameters of 
the distribution are obtained using the maximum likelihood estimation. Six moderately 
dispersed count observations with varying percentages of zero are used to assess the 
performance of the new proposition along with other related mixed Poisson distributions 
(Poisson, negative binomial, mixed Poisson exponential, and mixed Poisson Lindley). 
Using the – 2 log-likelihood and the chi-square goodness of fit to compare performances, 
the new proposition performs creditably well and can be used as an alternative for the 
competing distributions. In some cases, the – 2 Log Likelihood values obtained for the 
proposed distribution are closer to some competing distributions; however, the chi-square 
goodness of fit test reveals that the new proposition provides the best fit to the assessed 
datasets.
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